Comparison of Positioning Algorithms for a RTOF Radar System based on Multipath Simulations
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Abstract—In round-trip time-of-flight (RTOF) based radar systems, the position of the mobile station can be calculated by trilateration. However, it is possible that the spheres do not intersect due to noisy distance measurements. Hence, a different localization algorithm has to be applied. This paper compares the performance of a least-squares algorithm, a linear optimization algorithm and mass-spring models based on multipath simulation data. The mass-spring model has a shorter computation time as the least-squares algorithm (∼10 ms vs. ∼32 ms) and is as accurate as the least-squares algorithm.

The number of available base stations and the placement of the base stations strongly influences the positioning accuracy. The simulated distances with multipath propagation have an accuracy of 17.2 cm. The 3D accuracy with 8 base stations (σx=8.9 cm, σy=9.9 cm, σz=14.5 cm) is better than the individual distance measurements.

Index Terms—Radar, RToF, positioning algorithms, indoor positioning, multipath propagation.

I. INTRODUCTION

In recent years, many new indoor positioning systems with differential measurement principle emerged. A promising approach is to use RF signals, because of the larger range compared to ultrasound systems and the circuits can be integrated, which reduces the cost of such a system. The main challenge of indoor positioning with RF signals is strongly overlapping multipath propagation.

One example of such a system is an FMCW radar system with a switched injection-locked oscillator [1], [2], [3] working as an active pulsed reflector (APR) [4]. The system consists of several base stations (BS) and one or more reflectors (mobile stations (MS)). Each base station subsequently measures the round-trip time-of-flight (RTOF) to the reflector. A server collects all the measured distances and calculates the position of the reflector accordingly. This paper evaluates different positioning algorithms based on multipath simulation results.

The three main criteria for a good positioning algorithm for our system are the computation time, the accuracy and the algorithm size. A short computation time enables real-time capability of the system. The computation time should be in the same order of magnitude as the measurement time. For our system, one measurement with 8 base stations and 1 reflector takes below 8 ms. At the same time, the algorithm should give accurate results and it should be simple enough, so that it can be implemented on an FPGA or a small, power-efficient server.

II. POSITIONING ALGORITHMS

It is assumed that all the positions of the base stations xBS,i are known a priori, and each base station i measures the distance to the reflector as ρi. By knowing the distance to a base station, the possible reflector positions lie on a sphere with the base station at the center. The intersection of the spheres of all base stations gives the correct position of the reflector. This triangulation approach only works, if all the distance measurements are correct. Otherwise, the spheres do not intersect at a specific point. Thus the approach with the intersection of spheres is not an optimal solution in an environment with multipath propagation.

A. Least-Squares

The simplest solution to estimate the position of the reflector xref, det, based on the measurement data, is by using an unweighted minimum least-squares algorithm. The least-squares algorithm minimizes the sum of the quadratic error between the measured distances ρi and the distances between the base stations i and a possible unknown reflector position xref. The least-squares problem can be written as:

$$ \hat{x}_{ref, det} = \arg \min_{x_{ref}} \sum_{i} (\|x_{ref} - x_{BS,i}\| - \rho_{i})^2 .$$  \hspace{1cm} (1)

where xref are all possible positions of the reflector. This optimization problem can be solved numerically with the aid of Matlab’s optimization toolbox. The interior trust region approach [5], [6] is selected to solve the problem, because this approach is orders of magnitude faster then the brute force grid search approach.

B. Linear Minimization

The least-squares algorithm is not optimal, if all measurements ρi with the exception of one are correct. Then, the wrong measurement influences the position strongly, because least-squares tries to balance the errors. The linear minimization can reduce this problem. Linear minimization is almost identical to least-squares, but optimizes the 1 norm of all measured distances versus the calculated distances at the point xref.

$$ \hat{x}_{ref, det} = \arg \min_{x_{ref}} \sum_{i} (\|x_{ref} - x_{BS,i}\| - \rho_{i}) .$$  \hspace{1cm} (2)

One single distance measurement error has a smaller weight on the sum (not squared), and thus influences the detected position less. It could be that often only one distance measurement

$\sigma$
is wrong in a multipath environment. Hence, we also test linear minimization.

C. Mass-Spring Model

A popular algorithm used to solve the localization problem in sensor networks is the mass-spring model. It was originally presented by [7] for modeling the drape of clothes and improved by [8]. A cloth object is approximated by a deformable surface composed of masses and springs, the movement of which is evaluated using the numerical integration of the fundamental law of dynamics.

A wireless sensor network can also be viewed as a mesh. The sensors measure the distances to the closest neighbors, which is similar to the connection of two points with a thread. Thus, the same algorithms can be applied [9]. But in contrast to clothes only the final state is of interest in sensor networks. Therefore, a simplified algorithm can be used [10]. The situation with fixed base stations and one movable reflector, as it is the case in our positioning system, is a very simple sensor network. Thus, the mass-spring algorithm can be applied.

Figure 1 illustrates the mass-spring model for three base stations and one reflector. The algorithm starts by assuming a position of the reflector $\vec{x}_1$. Usually the middle of the room is chosen, but this depends on the application. In a next step, the distances between the initial position $\vec{x}_1$ (or more generally $\vec{x}_l$ for the $l$th iteration) and the base stations $\vec{bs}_i$ are calculated by

$$\vec{d}_{l,i} = \vec{bs}_i - \vec{x}_l,$$  

which can be split up in a direction vector

$$\vec{d}_{l,i,dir} = \frac{\vec{d}_{l,i}}{||\vec{d}_{l,i}||}$$  

and a length

$$d_{l,i} = ||\vec{d}_{l,i}||$$  

A virtual spring is inserted between each base station and the reflector. Each spring $i$ exerts a force $\vec{F}_{l,i}$ on the reflector depending on the difference between the measured distance $\rho_i$ and the estimated distance $d_{l,i}$ between the $l$th base station and the estimated position $\vec{x}_l$

$$\vec{F}_{l,i} = k (d_{l,i} - \rho_i) \vec{d}_{l,i,dir}$$  

where $k$ is the linear spring constant. The total force exerted on the reflector is

$$\vec{F}_l = \sum_i \vec{F}_{l,i}.$$  

The complete mass-spring model calculates the complete dynamics of the system. The mobile station has a certain mass $m$ and a viscous damping factor $C_{vis}$. The total force $F_{tot,l}$ in iteration $l$ is the sum of the spring forces and the damping

$$F_{tot,l} = \vec{F}_l - C_{vis} \vec{v}_l$$  

This force $\vec{F}_{tot,l}$ accelerates the mobile station to a new speed $\vec{v}_{l+1}$

$$\vec{v}_{l+1} = \vec{v}_l + \frac{F_{tot,l}}{m} \Delta t$$  

where $\Delta t$ is the incremental time step. The new estimated position $\vec{x}_{l+1}$ is now calculated by

$$\vec{x}_{l+1} = \vec{x}_l + \vec{v}_l \Delta t$$  

The algorithm continues with the calculation of the distances $d_{l+1,i}$ based on the new estimated position $\vec{x}_{l+1}$. The algorithm stops, when the resulting force $\vec{F}_{l+1}$ is minimal. In the mass-spring model, the mass (mobile station) is accelerated into the direction of the resulting force, damped by the viscosity factor and moves with a certain speed. Instead of calculating the whole dynamics of the mass-spring model with acceleration and viscosity, the point with the lowest potential energy can be found with a gradient descent. We assume that the mobile station moves in the direction of $\vec{F}_{l+1}$ with a proportional factor $k_2 [s^2/kg]$

$$\vec{x}_{l+1} = \vec{x}_l + k_2 \vec{F}_{l+1},$$  

The speed $\vec{v}_l$ and the damping are neglected. Hence, fewer calculation steps are needed for each iteration. The number of parameters is reduced to one ($k_{tot} = k_1 \cdot k_2$). The larger $k_{tot}$ is, the faster the algorithm converges until the algorithm gets unstable. We experimentally verified that the algorithm is stable for $k_{tot} \leq 0.3$. A smaller value $k_{tot} = 0.1$ ensures a stable algorithm. The advantages of the mass-spring model are the simple implementation and the fast convergence.

This algorithm is a form of gradient descent, thus it cannot be assured that the found minimum is the global minimum. A typical plot of the strength of the force $\vec{F}_{l}$ for a 2D localization problem with 3 base stations (at $\vec{bs}_1 = [x,y] = [0,0]$, $\vec{bs}_2 = [0,10]$ and $\vec{bs}_3 = [10,10]$) is depicted in Fig. 2. In this case, only one minimum exists. The red line illustrates the solution of the mass-spring algorithm with a starting point at $\vec{x}_1 = [8,9]$.

In this paragraph, it will be verified that the mass-spring model is a simple method to solve the least-squares problem.
The mass-spring optimization minimizes the resulting force on the reflector. By minimizing the force, the algorithm also minimizes the potential energy. The potential energy of one spring $i$ during the $i$th iteration can be written as

$$E_{\text{pot},i} = - \int F_{i} \, \mathrm{d}x = \frac{1}{2} k (d_{i,i} - \rho_{i})^{2} \quad (12)$$

The total potential energy in iteration $l$ is

$$E_{\text{pot},l} = \sum_{i} E_{\text{pot},i,l} = \frac{1}{2} k \sum_{i} (d_{i,i} - \rho_{i})^{2}. \quad (13)$$

In each iteration, the force vector $\vec{F}$ decreases, which results in a lower potential energy. Thus, the minimization of the potential energy solves the least-squares problem (1). The advantages of the mass-spring model are the fast convergence and its simplicity. The mass-spring algorithm can be implemented on an FPGA. The disadvantage is that the algorithm can converge to a local minimum or not at all.

### III. Performance Evaluation of Positioning Algorithms

The previously described four positioning algorithms are implemented in Matlab and compared. The least squares and the linear algorithm use the Matlab functions 'lsqnonlin' and 'fmincon' from the 'Optimization Toolbox'. Two versions of the mass-spring algorithm are programmed: the simple one calculates the position according to (11). The complete mass-spring algorithm (ms_c) calculates the complete dynamics of the mass-spring model with Equations (8), (9) and (10). The complete algorithm has the advantage that in some cases, the algorithm will not stop in a local minimum because of the remaining speed. The solution of the complete mass-spring algorithm is comparable to the movement of a marble in the potential well. If only the force is taken into account, the marble can stop in a small local minimum. The complete mass-spring model calculates the dynamics, thus the marble in the local minimum can have enough kinematic energy to get over the potential barrier into the global minimum.

The algorithm should be tested on realistic data. For the system simulation with multipath propagation, a simple scenario was chosen where the multipath components are calculated based on an empty room with length and width of 10 m each and height of 3 m. A similar environment was presented in [11]. For each base station (17 base stations) and reflector position (200), the propagation channel is calculated and fed into the system simulation. The complete positioning system is simulated with Simulink. The final available data are the detected distances $\rho_{i}$ between each base station and each reflector position in the case of multipath propagation. The standard deviation of the distance error ($\sigma_{\Delta d}$) is 17.19 cm.

### A. Computation Time

Table III-A summarizes the average computation times of these algorithms. The computation time is averaged over 200 different reflector positions and then 4 different sets of base stations. This leads to a total of 800 executions of each algorithm for a certain number of base stations. The least-square and the linear algorithm are independent of the number of base stations. Both mass-spring algorithms profit from an increasing number of base stations. For 3 base stations, the 3D position is the intersection of three spheres. The intersection of two spheres is a circle or a point (if they intersect). The intersection of the circle with a sphere results in two possible solutions. Hence, the solution is ambiguous. The algorithm can detect the correct position in most cases, because only one of the two solutions is inside the room. However, the force distribution is very flat between the two possible solutions and thus the mass-spring algorithms converge slower. Nevertheless, the simple mass-spring algorithm outperforms all others. For a higher number of base stations, the force which drags the MS to the correct position increases and thus the mass-spring algorithms converge faster. For more than 3 base stations, the complete mass-spring model is the second fastest. The mass-spring model is solved in 9.18 ms for 8 base stations. This is in the same order as the time needed for the 8 base stations to measure the distance to the reflector. Thus, the system is as fast in calculating the position as it is measuring the single distances, which is a prerequisite for real-time application.
TABLE II

<table>
<thead>
<tr>
<th></th>
<th>lsq</th>
<th>ms</th>
<th>ms_c</th>
<th>lin</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_x$</td>
<td>18.666</td>
<td>18.964</td>
<td>18.966</td>
<td>18.375</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>17.955</td>
<td>18.253</td>
<td>18.256</td>
<td>18.253</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>69.596</td>
<td>66.935</td>
<td>66.956</td>
<td>68.297</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>18.888</td>
<td>18.902</td>
<td>19.226</td>
<td>20.135</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>27.684</td>
<td>29.812</td>
<td>27.345</td>
<td>29.197</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>52.853</td>
<td>52.549</td>
<td>60.437</td>
<td>52.899</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>14.808</td>
<td>14.889</td>
<td>14.888</td>
<td>16.982</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>14.089</td>
<td>13.201</td>
<td>13.202</td>
<td>15.819</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>37.514</td>
<td>31.585</td>
<td>31.584</td>
<td>35.059</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>12.504</td>
<td>12.486</td>
<td>12.486</td>
<td>14.786</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>12.756</td>
<td>12.754</td>
<td>12.755</td>
<td>14.864</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>36.718</td>
<td>35.485</td>
<td>35.482</td>
<td>35.482</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>11.525</td>
<td>11.389</td>
<td>11.389</td>
<td>13.846</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>12.290</td>
<td>12.307</td>
<td>12.307</td>
<td>14.072</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>23.133</td>
<td>23.092</td>
<td>23.096</td>
<td>27.314</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>11.230</td>
<td>11.043</td>
<td>11.043</td>
<td>13.281</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>12.274</td>
<td>12.262</td>
<td>12.262</td>
<td>14.193</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>32.058</td>
<td>31.193</td>
<td>31.193</td>
<td>34.304</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>9.570</td>
<td>9.559</td>
<td>9.560</td>
<td>11.638</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>9.938</td>
<td>9.950</td>
<td>9.950</td>
<td>11.861</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>29.607</td>
<td>29.573</td>
<td>29.580</td>
<td>34.568</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>8.921</td>
<td>8.916</td>
<td>8.916</td>
<td>11.650</td>
</tr>
<tr>
<td>$\sigma_y$</td>
<td>9.861</td>
<td>9.861</td>
<td>9.861</td>
<td>12.037</td>
</tr>
<tr>
<td>$\sigma_z$</td>
<td>14.573</td>
<td>14.540</td>
<td>14.539</td>
<td>19.581</td>
</tr>
</tbody>
</table>

Because for every reflector’s z-component two solutions exist (1.5 m ± $z_{component}$). In Table II, always the best configurations for a certain number of base stations are depicted together with some other configurations. It is obvious that more base stations result in a more accurate position, because the individual distance errors have a smaller weight on the final position. The 2D accuracy ($\sigma_y$ and $\sigma_z$) outperforms the distance measurement accuracy ($\sigma_{\Delta d} = 17.19$ cm), if there are 4 or more base stations. The z-component improves when the base stations are in different heights.

IV. Conclusion

The comparison of the four positioning algorithms (linear, least-squares, mass-spring model and complete mass-spring model) based on multipath simulation data revealed that the mass-spring model is the fastest. Furthermore, the mass-spring model converges faster, if more base stations are available. The linear and the least-squares algorithms do not scale with increasing number of base stations. The accuracies of the mass-spring model and the least-squares solution are almost identical. Thus, the mass-spring model is an effective algorithm for the position calculation in a RTOF based positioning system even with multipath errors.
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