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Abstract—This paper presents the latest developments
related to an optical indoor positioning system narmd o ;
CLIPS. Focus is on new findings regarding the deteicn of \ - T
laser spots in images and their unique identificatin. In

addition a novel method of system scale determinain is

presented.
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. INTRODUCTION & ——
The use of indoor positioning systems becomes more camera (mobile)
and more eminent in daily life. There is an inciegs Figure 1. The camera pose, with respect to the tetgehog, can
demand on pQSItIOI’lIng capabilities in app“C&tIBUSh_ as be estimated by capturing the projected pattetheofed laser
healthcare, disaster management, metrology, logisit spots

housekeeping. A growing market in indoor positignin o )
technologies appoints the research community asagel Making it a low-cost and easy-to-use system foih hig
companies to satisfy this increasing demand. ThErecision positioning.

successful launch of the IPIN (Indoor Positioningd a
Navigation) Conference in 2010 with its unpreceddnt
number of presentations dedicated to indoor pasitp A Point Detection

technlque_s_ confirms this tr(_and. L ) In a first step, the laser points need to be detkict the
In addition to popular indoor positioning technigue jmages. For this purpose a simple intensity thrigshas

such as those exploiting UWB- (Ultra-WideBand), applied, accepting that there is no adaption tojingr
WLAN- (Wireless Local Area Network) and ultrasound- jjjymination conditions from additional light so@s or

signals, the alternative technique of optical indooyarying viewing angles
positioning can be found in areas of pedestriangadion

2], [10], [11], [16], metrology [1]. [4] and robot sources, we assumed that the saturation of natundl
contr_olhng [31, [4]. ) . ) ... artificial light sources in the red and green clenis
This paper describes an optical indoor positioningymost the same. Therefore, these unwanted lighttes
system called CLIPS (Camera and Laser-based Indogbyld be eliminated by taking the difference of ot
Positioning System) and the progress that has begte  colour channels and applying an intensity thresboldhe
subsequent to our last report [15]. It is organigethree  gifference image. Furthermore, we choose a lowesae
sections. The first section briefly repeats thédesncept  exposure time to reduce the influence of ambieitliAs

of CLIPS. In the second section, the new research consequence, the laser spots can be easily etbteith
activities related to CLIPS are detailed. The tiettion  |ow computational cost.

is dedicated to a brief outlook and a conclusion.

Ill.  CURRENTRESEARCHACTIVITIES

In order to solve the problem of disturbing light

B. Point Identification

IIl. - BAsic CONCEPT In a second step, the detected laser spots habe to
The basic concept of CLIPS is illustrated in Figlire assigned to the corresponding laser beams of the
In contrast to the photogrammetric relative camerdiedgehog. This is a crucial task since the relative
orientation CLIPS is based on the principle of mverse orientation algorithm requires at least five pai$
camera, where one camera is substituted for aeléit  corresponding points to solve the coplanarity a@nst
emits laser-beams from a virtual central point. Taeer The projected spot pattern consists of sixteenr lase
beams project bright spots on any surface in andnd spots arranged on two concentric rings with fowtsmpn
environment. Thereby, the laser device represents ahe inner ring and twelve spots on the outer riag,
inverse camera. When laser spots have been cagtyredi|lustrated in Figure 2. The resulting symmetry dam
a mobile camera, the relative orientation of thmea to  dissolved by an additional green laser spot thalss
the laser-device is determined by exploiting thecepts  ysed to solve the problem of scale determination.tfe
of stereo photogrammetry. As a major advantageigio-h  pyrpose of point identification it is assumed ttet inner
precision mechanics or sophisticated set-ups adire®l,  four spots and at least four laser spots of therotihg
are visible in the image. Additionally, the detectpots
This work is funded by the Swiss National Fund (5NF of the outer ring must form a convex hull aroune th
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Figure 2. The projected laser spots pattern cansfdivo
concentric rings and an additional green laser @patked with a
‘g") for scale introduction.

Figure 3. The fine identification queries the memsh@ of a spot
to a certain line defined by two of the four inseots. This
approach is based on a simple disteanalysis

inner four spots. Under these assumptions, theviaig =~ where each row contains the distances of all sjotsie
steps can be applied to uniquely identify all Visitaser line and each column contains the distances ofoa tsp
spots. all lines. Now, in each column the minimum distanée
First, the algorithm identifies points on the outierg. ~ SPOt f0 its nearest line is found. This way, twongof
This means, that the algorithm determines all stnas e outer ring can be associated with each of tisese
belong to a convex hull. All spots on this hull arelines. Inorder to solve this ambiguity, the lire split at
assigned to the outer hull and as a consequengmials  the center into two rays (half lines). Which spetdngs
not being part of this hull can be regarded asripoints. 0 one of these two rays can be determined easily.

Second, the inner points are identified. For thaﬁnally, all visible spots are labeled with thel.|

purpose, the algorithm makes use of an additioretry The benefits of this approach are twofold. Firste
laser spot as shown in Figure 2. The four innenisoi real-time identification of all laser spots candmhieved
with the smallest distances to the green laserlsplong  from a single image. Secondly, just a fractionfef laser
to the inner ring. One of these four spots is cose the ~SPOtS must be visible for their identification. Thely
green spot compared to the other three spots. [abis ~ constraint is that at least four spots on the oritgy are
spot is denoted with ID 3. The remaining three tare visible in the image and _that they form a convelt that
labeled clockwise with IDs 2, 1 and 4. Now, all spon  fully encloses the inner ring.

the inner ring are identified. C. Camera Pose Estimation

. Tr#]rd the laser spots on tth(fe t(r)]uter tnng_are. |_(fiedta The camera pose can be estimated by solving the
tor IS ]E)ltjr:pose, ever;t/)lsplp o b ? ou ertlf]|ng:]]cssgx1ef coplanarity constraint. This constraint describd® t
0 one of the six possible lines between the IQAS Ol 004 metrical relationship between two convergenigsa

the inner circle. In Figure 3, two of these sixebnare P ; .
. ; ' : where the projection centres of the images andbgeco
shown. According to Tilch [14], the distances betwe point define a so called epipolar plane, see Figure

each spok; on the outer circle and each line g (that is ) . ..
defined by the vector and an initial pointx;) can be Now, the task of solving the coplanarity constrana
nonlinear problem and therefore requires good

calculated b ! ; : .
y approximate values for the Relative Orientation YRO
parameters. These initial parameters are improyedrb

d; = [|(E = nn")(x; — x;5)||, (1)  iterative least-squares adjustment. This approaghires
an answer of how approximate values can be obtained
where One way is the exact algebraic solution of a set of
r ) polynomials that follow from the coplanarity corstits.
n= el Either the Gauss-Jordan elimination [12] or GroHreeses
[5], [9], [13] can be used to estimate the rootsttud

o o polynomials. Unfortunately, the solutions are noique.
In our case, the initial point is equal to a spot of the An RANSAC [7] framework can be used to determire th
inner circle and the vectorparallel to the direction of the correct solution. A possible implementation of Séeius’

line. Matrix E in Equation 1 denotes a 2-by-2 identity 5-Point solver [13] for the CLIPS project was prése at
matrix and vecton is the normalized vector of a line. All the ISPRS Midterm Symposium in 2010 [15].

distances can be composed in the distance mBtyix
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Another way of approximate value generation was
proposed by Cronk et al. [8]. Hereby, the locatadina
second camera is simulated on a tessellated spraurad

WY2Qd

the first camera station. Starting from arbitranitial Digital Camera
values of the orientation angles (usually chosdvetaero)
every set of initial values is improved by a lesgtiares Figure4. Introduction of the system sc

adjustment. The right solution can be found b . . . .
cofflsidering the RMSgE and the fact that the objects y Solving (4) to vectox and inserting the result in (3)
always located in front of both camera stations. leads to

In order to spare the need for a RANSAC embedment
which causes high computational costs we have_nhoses (dgrp X deam)Pcam — b+ (dgrp X dcam)bgrp = 0
the approach by Cronk et al. Under the assumptian t (5)
the camera pose of two consecutive stations oidfts} . )
changes we can use the refined RO parameters of tR8d after solving fos we obtain
previous image as initial values for the RO detaation

of the next image. o (dgLp X deam)baLp (6)
D. Introduction of the System Scale

(dgLp X dcam)bcam
A common approach of scale introduction is theescal
estimation by extracting reference information he t
image. For this purpose, we have added green Ias%
pointers in an eccentric position to the laser lebdg.
Subsequent to the estimation of the relative oai@or
parameters, the system scale can be determindtbas s Geometrically Unstable Cases

in Figure 4. Since the directiots» of the additional First tests have shown that this concept reveals a
laser pointer and its base litg p to the laser rig are

known from a one-time calibration, the system scale geometrically uqstablg constellation (see Figurdidhe

be estimated as follows. Please note that all vedto 0aS€ vectobcanis collinear to the base vectbg,» then
Figure 4 are unit vectors. The factbr denotes the the plane7 contains the straight-lirle As a consequence,
baseline’s length between the laser-device and thigne | and plang7 do not intersect and therefore, the scale
additional green laser pointer. determination is ill-posed.

The scale formula can be derived from the inteisect  |n order to avoid such a geometric constellation, a
of the plane7 spanned by the vectotig » anddcamWith  special hedgehog mount was constructed allowingpus
the straight linel defined by the base vectbge. The  point 36 green lasers in four main directions asashin
plane Figure 7. This means, that the scale can be esimat

independently 36 times. In the worst-case scenario,

. . _ reliable scale estimation can be carried out frareast
Ml: (dgrp X deam)x = b - (dgrp X deam)barp =0 (3) two of the four main directions.

The system scale can be introduced by scaling the
ctorbeam with the factors.

can be expressed by the Hessian normal form wihere t )

cross productde.p* dean) represents the normal vector <cale Quality Measure

and the base vectbg,p an initial point of that plane. The ~ In order to determine bad scales, a scale quality
straight line measure

I:s begm —X=0 (4) _ l(bgrp X dgrp) X (bcam X dgrp)ll (7)

SQM =
[lbgrp X dgrpll * [Ibcam X dgppll

is defined by the direction of vectdoc,, and the

hedgehog projection centre as one point. is derived.SQM is a measure for the angle of incidence of
the two planes defined by the vectbeg,, bg p anddgp.
If these two planes become parallel ti#)M approaches
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Figure 6. The track of the mobile camera reveasaymptotic
behaviour at the geometric unstable constellation

Figure 7. Laser-Hedgehog with four major axes tales
introduction

IV. CONCLUSIONS ANDOUTLOOK

In contrast to the previous version, the new upaéte
the CLIPS architecture enables for the first timalitime
positioning and navigation, since the laser spot
identification and the introduction of the systecals can
be solved image by image. Furthermore, there inaedl
to capture the whole pattern for a unique iderdtfan of
the projected laser spots anymore. These measaxes h
been an essential leap forward towards building a
practicable system.

The next step will be to use all four major axes fo
scale introduction to avoid geometrical unstablsesa
This step should lead to precise investigation ckevi
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